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Abstract: Loss functions and Risk functions play very important role in Bayesian estimation. This paper aims at the 

Bayesian estimation for the loss and risk functions of the unknown parameter of the H(r, theta), (theta being the unknown 

parameter) distribution The estimation has been performed under Rukhin’s loss function. The importance of this distribution 

is that it contains some important distributions such as the Half Normal distribution, Rayleigh distribution and Maxwell’s 

distribution as particular cases. The inverse Gamma distribution has assumed as the prior distribution for the unknown 

parameter theta. This prior distribution is a Natural Conjugate prior distribution for the unknown parameter because the 

posterior probability density function of the unknown parameter is also inverse gamma distribution The Rukhin’s loss 

function involves another loss function denoted by w(theta, delta) he form of w(theta, delta) is important as it changes the 

estimate. In this paper, three forms of w(theta, delta) have been taken and corresponding estimates have been derived. The 

three, forms are, the Squared Error Loss Function (SELF) and two different forms of Weighted Squared Error Loss Function 

(WSELF) namely, the Minimum Expected Loss (MELO) Function and the Exponentially Weighted Minimum Expected 

Loss (EWMELO) Function have been considered. A criterion of performance of various form of w(theta, delta) has ben 

defined. It has been proved that among three forms of w(theta, delta), considered here, the form corresponding to EWMELO 

is most dominant. 
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1. Introduction 

A continuous random variable X is said to have H(r,θ� 

distribution, if its probability density function is given by, 

f�x, θ� � 	
��
��
���������
�� , if x � 0, θ � 0, r � 0
0, Otherwise.    (1) 

This distribution covers some important distribution for 

various values of r. For example, r=1, 2 and 3 respectively, 

the probability density function in (1) coincides with that of 

the probability density functions of Half Normal distribution, 

Rayleigh distribution and Maxwell’s distribution respectively. 

This distribution used by Singh [1], the author for Bayesian 

estimation of Shannon’s entropy and distribution function. It 

is to be noted that the random variable Y � X
  follows 

gamma distribution with its probability density function is 

given by, 

g�y, θ� � 	��
��
���������
�� , if y � 0, θ � 0, r � 0
0, Otherwise.      (2) 

Rayleigh Distribution and Maxwell’s distribution (which 

correspond to r=1 and r=2, respectively), were studied by 

many authors. Bhattacharya [2] introduced Bayesian approach 

in estimation of life testing using SELF. Tyagi and 

Bhattacharya [3-5] studied the classical and Bayesian 

estimation of Rayleigh and Maxwell’s distribution. They also 

used only SELF for Bayesian estimation.. Chaturvedi and 

Rani [6] studied the reliability of the generalized Maxwell’s 

distribution in the Bayesian framework. SELF and two forms 

of WSELF was used by Singh [7-8] in the study of reliability 

of a multicomponent system and Bayesian Estimation of the 

mean and distribution function of Maxwell’s distribution 

under the assumption of conjugate prior distribution. Poddar 

and Roy [11] also studied Maxwell’s distribution using 

modified linear exponential loss (MLINEX) function. Bekker 
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and Roux [12] also considered some aspects of Maxwell’s 

distribution in the light of Bayesian estimation. Day and 

Sudhanshu obtained Bayes estimators of parameters of 

Maxwell distribution bu using non-informative as well as 

conjugate prior distributions. They used quadratic loss 

function, SELF and MLINEX loss function. Krishna and 

Malik [14] have adopted progressive Type II censoring in 

order to estimate reliability of Maxwell’s distribution. Xu et al. 

[15] considered the Bayesian inference for the loss and risk 

functions of parameter of Rayleigh distribution. Ajami and 

Jahanshahi [16] studied parameter estimation of Weighted 

Rayleigh Distribution in the classical as well as in Bayesian 

framework. Teena et al. [19, 20]. Have recently considered 

Bayesian estimation for Exponentiated Inverted Weibull 

distribution an Logarithmic Transformed Exponential 

distribution under different loss functions. 

2. Basic Concepts 

Guobing Fan [9] has derived the Bayes estimator of the 

loss and risk function of Maxwell’s distribution using inverse 

Gamma distribution as the prior distribution for θ  and 

squared error loss function under the criterion of loss 

function proposed by Rukhin [10], which is given by 

L�θ, δ, γ� = w�θ, δ�γ' �� + γ��           (3) 

Where γ  is an estimator of the loss function w�θ, δ� 

which is non-negative. 

)*��,+,,�), = 0 gives γ = w�θ, δ� 

Since 
)�*��,+,,�),� > 0  at  γ = w�θ, δ� . So L�θ, δ, γ�  is 

minimum in γ when γ = w�θ, δ�. 

Let X = �X-, X
, … X/� be a random sample of size n, then 

the Bayes risk is 

E{ L�θ, δ, γ�/X} = E{w�θ, δ�/X}γ' -
 + γ-
 

)4{*��,+,,�/5}), = 0 gives γ = E{w�θ, δ�/X}. 

So, if δ6�X� is the Bayes estimator of θ� under the loss 

function w�θ, δ� γ6�X�  be the Bayes estimator of θ 

corresponding to L�θ, δ, γ�. Thus, 

γ67X8 = E{w�θ, δ6�/X}           (4) 

Let X = �X-, X
, … X/� be a random sample of size n from 

the distribution specified by the probability density function 

given by (1). Let T = ∑ X;
/;<- . Then T is sufficient statistic 

for the unknown parameter θ in (1). Since X;
 has gamma 

distribution having probability density function given by (2), 

by virtue of reproductive property of the gamma distribution, T = ∑ X;
/;<-  also follows gamma distribution and its 

probability density function is given by, 

g�t, θ� = 	��=
� >=
� ���� ?���=
� � , if t > 0, θ > 0, r > 0
0, Otherwise.      (5) 

Since the family of gamma distribution is complete, T is 

complete sufficient statistic for θ. Since, E�T� = �@/
 � θ, 
A@/ is 

UMVUE for θ . It is easy to verify that 

A@/  is also the 

Maximum Likelihood Estimator of θ. 

On the part of loss function, we have considered the 

Following: 

(i) Squared Error Loss Function (SELF): In this case, 

w�θ, δ� = �θ − δ�
               (6) 

This loss function is symmetric but is unbounded. 

(ii) Weighted Squared Error Loss Function (WSELF): In 

this case 

w�θ, δ� = θ'
�θ − δ�
             (7) 

This loss function is asymmetric but is bounded. 

This form of loss function was used by Tummala and 

Sathe [17] and by Zellner [18] 

(iii) Exponentially Weighted Squared Error Loss Function 

(EWSELF): In this case 

w�θ, δ� = θ'
e'C����θ − δ�
, a > 0      (8) 

This form of loss function is also asymmetric and bounded. 

This form of loss function was used for the first time by 

Singh [1], the author in his work for D. Phil. 

3. Bayesian Estimation of Loss and Risk 

Function 

In this section, the estimation of the loss function has been 

performed for the probability density function specified by (1) 

under various forms of w�θ, δ�, given by (6), (7) and (8) 

respectively. Results are given in the following: 

Theorem1. Let X = �X-, X
, … X/� be a random sample of 

size n from the H(r, θ�  distribution, specified by the 

probability density function given by (1). Under the 

assumption of inverse Gamma distribution as the prior 

distribution for θ,Bayes estimators of θ corresponding to 

various loss functions given as above and Bayes estimators 

of w�θ, δ� based on Rukhin’s loss function given by (3) are 

as follows: 

(a) When w�θ, δ� = �θ − δ�
, 

θE6 = FGAHGI'-                  (9) 

γ67X8 = �FGA��
�HGI'
��HGI'-��             (10) 

E�{γ67X8} = H��G�H�GF��
�HGI'
��HGI'-��          (11) 

The risk function of θE6 is, 
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R7θ, θE68 = H��G{�-'I��GF}�
�HGI'-��           (12) 

(b) When w�θ, δ� = θ'
�θ − δ�
 

θEK = FGAHGIG-              (13) 

γK7X8 = -�HGIG-�            (14) 

E�{γK7X8} = -�HGIG-�           (15) 

R7θ, θEK8 = HG�F���'I'-��
�HGIG-��          (16) 

(c) When w�θ, δ� = θ'
e'C����θ − δ�
, a > 0 

θE4 = FGAGCHGIG-               (17) 

γ47X8 = -�HGIG-� � FGAFGAGC�HGI         (18) 

E�{γ47X8} = -�HGIG-� E LM FGAFGAGCNHGIO      (19) 

R7θ, θE48 = ��P���{HG7F���GC���'I'-8�}�HGIG-��        (20) 

Where, 

S = @/
                   (21) 

Proof: Let the prior probability density function of θ, 

which is inverse gamma distribution, be given by, 

π�θ� = 	FS���ST����U���I� , if θ > 0, α, β > 0 0, Otherwise.      (22) 

Where, α, β > 0 are known. 
Let t = ∑ x;
/;<- , be an observed value of T = ∑ X;
/;<- .  
For observed sample observations x = �x-, x
, … x/� the 

likelihood function, denoted by L�θ�, is given by, 

L�θ� = kθ'He'?�              (23) 

Where, k depends on x-, x
, … x/ only and does not 

involve θ 

The posterior probability density function of θ, denoted 

by, π�θ / t�, is given by, 

π�θ / t� = *���[���\ *���[���]�_̂             (24) 

After substitution and evaluation of the integral in the 

denominator, the posterior probability density function of θ  
is given by, 

π�θ / t� = 	�FG>�ST`���ST`T����U���IGH� , if θ > 0, α, β > 0 0, Otherwise.  (25) 

Which is also a member of the family of inverse gamma 

distribution. Such a prior distribution π�θ� is known as the 

Natural Conjugate Prior Distribution. 

(a) When w�θ, δ� = �θ − δ�
, the Bayes estimator of θ, 

denoted by θE6 is the mean of the posterior distribution and 

is given by, 

θE6 = E�θ / T�  = a θπ�θ/t�dθc
d  

After simplification, we get, 

θE6 = E�θ / T� = FGAHGI'- 

γ67X8 = E{w7θ, θE68/X} = E{�θ − θE6�
/T} 

Var�θ / T� = �β + T�
�S + α − 2��S + α − 1�
 

E�hγ67X8i = 4{�FGA��
�HGI'
��HGI'-�� = H��G�H�GF��

�HGI'
��HGI'-�� 

R7θ, θE68 = E�h w7θ, θE68i = E� j�θ − FGAHGI'-�
 k = ��hHG�I'-��iG
F�-'I��GF�
�HGI'-�� = H��G{�-'I��GF}�

�HGI'-��  

Remark 1. For r=3, results as above, coincide with that given by Guobing Fan [9], for Maxwell distribution. 

(b) When w�θ, δ� = θ'
�θ − δ�
,the Bayes estimator of θ, denoted by θEK is given by, 

θEK = \ θ'-π�θ/t�dθcd\ θ'
π�θ�dθcd  

After simplification, we get, 

θEK = E�θ'- / T�E�θ'
 / T� =  β + TS + α + 1 
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γK7X8 = E�{w7θ, θEK8/X} = E{θ'
�θ − θEK�
/T} = 1S + α + 1 

Since, -HGIG- is a constant, E{γK7X8} = -�HGIG-� 
R7θ, θEK8 = E�h w7θ, θEK8i = E� jθ'
�θ − FGAHGIG-�
 k= HG�F���'I'-��

�HGIG-��  

(c)When w�θ, δ� = θ'
e'C����θ − δ�
, a > 0, the Bayes estimator of θ, denoted by θE4 is given by, 

θEK = \ θ'-e'C���π�θ/t�dθcd\ θ'
e'C���π�θ�dθcd  

After simplification, we get, 

θE4 = 4������P���  / A�4������P���  / A� = =FGAGCHGIG- 

γ47X8 = E{w7θ, θE48/X} = E{θ'
e'C����θ − θE4�
/T} = 1S + α + 1 � β + Tβ + T + a�HGI 

So, E�{γ47X8} = -�HGIG-� E� LM FGAFGAGCNHGIO 

Since, 0 < M FGAFGAGCNHGI < 1, 0 <  E� LM FGAFGAGCNHGIO < 1. Therefore, 

E�{γ47X8} < 1�S + α + 1� = E�{γK7X8} 

R7θ, θE48 = E�h w7θ, θE48i = E� jθ'
e'C����θ − FGAGCHGIG-�
 k= ��P���{HG7F���GC���'I'-8�}�HGIG-��  

Definition: Let γ-7X8 and γ
7X8 be the two estimators 

based on Rukhin’s loss function corresponding to two 

different forms of w�θ, δ�. γ-7X8 is said to dominate γ
7X8 

if E�{γ-7X8} ≤ E�{γ
7X8} 

Since, E�{γ47X8} < E�{γK7X8} , γ47X8  dominates γK7X8. 

Since,  E�{γ67X8} = H��G�H�GF��
�HGI'
��HGI'-�� > -�HGIG-� , provided θ ≥ 1 

Thus,  E�{γ47X8} < E�{γK7X8},for all α ,  β , and θ  and E�{γK7X8} < E�{γ67X8 for all β and θ ≥ 1. Hence, γ47X8 

is most dominant among γ47X8, γK7X8and γ67X8 

Remark 2. For r=1, 2, and 3 respectively, we get results for 

the Half Normal distribution, Rayleigh distribution and 

Maxwell distribution respectively. 

4. Conclusion 

In this paper Bayesian estimation of loss and risk functions 

for the unknown parameter θ  of H(r,θ�  distribution has 

been considered under Rukhin’s loss function for three 

different forms of w�θ, δ�. This distribution contains Half 

Normal distribution, Rayleigh distribution and Maxwell 

distribution as special case. The superiority of estimates has 

also been studied and it has been proved that when w�θ, δ� = θ'
e'C����θ − δ�
 ,  a > 0 , the corresponding 

estimate is most dominant. 
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